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Preface

CoLIS 5 was the fifth in the series of international conferences whose general
aim is to provide a broad forum for critically exploring and analyzing research
in areas such as computer science, information science and library science. CoLLIS
examines the historical, theoretical, empirical and technical issues relating to our
understanding and use of information, promoting an interdisciplinary approach
to research. CoLIS seeks to provide a broad platform for the examination of
context as it relates to our theoretical, empirical and technical development of
information-centered disciplines.

The theme for CoLIS 5 was the nature, impact and role of context within
information-centered research. Context is a complex, dynamic and multi- di-
mensional concept that influences both humans and machines: how they behave
individually and how they interact with each other. In CoLIS 5 we took an
interdisciplinary approach to the issue of context to help us understand and
the theoretical approaches to modelling and understanding context, incorporate
contextual reasoning within technology, and develop a shared framework for
promoting the exploration of context.

The Organizing Committee would like to thank all the authors who submit-
ted their work for consideration and the participants of CoLIS 5 for making the
event a great success. Special thanks are due to the members of the Program
Committee who worked very hard to ensure the timely review of all the sub-
mitted manuscripts, and to the invited speakers: Prof. David Blair, University
of Michigan, Business School, USA and Prof. Elisabeth Davenport, Napier Uni-
versity, School of Computing, UK. We also thank the sponsoring institutions,
EPSRC, the Kelvin Institute, the BCS-IRSG and the University of Strathclyde,
for their generous financial support of the conference, and Glasgow City Council
for its civic hospitality.

Thanks are also due to the editorial staff at Springer for their agreement to
publish the conference proceedings as part of the Lecture Notes in Computer
Science series.

Finally thanks are due to the local team of student volunteers (Mark Baillie,
Heather Du, David Elsweiler, Emma Nicol, Fabio Simeoni, Simon Sweeney and
Murat Yakici), secretaries (Linda Hunter and Carol-Ann Seath), and the infor-
mation officer (Paul Smith) whose efforts ensured the smooth organization and
running of the conference.

June 2005 Fabio Crestani
Jan Ruthven
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Wittgenstein, Language and Information: “Back to the
Rough Ground!”

David C. Blair

University of Michigan Business School

1 Why Language? Why Philosophy? Why Wittgentsein?

First of all, why are the issues of language and meaning important to the study of in-
formation systems? Information systems are, of course, tools that are used to search for
information of various kinds: data, text, images, etc. Information searches themselves
inevitably require the searcher to ask for or describe the information he or she wants and
to match those descriptions with the descriptions of the information that is available: in
short, when we ask for or describe information we must mean something by these state-
ments. This places the requests for information as properly within the study of language
and meaning. Surely, requests for information, or descriptions of available information,
can be clear or ambiguous, precise or imprecise, just as statements in natural language
can. In short, understanding how requests for, and descriptions of, information work,
and, more importantly, how they can go wrong, is an issue of language, meaning and
understanding.

Why, then, is the focus of this discussion on philosophy? I’'m turning to philoso-
phy of language for the principal reason that its main concern is with how we mean
what we say—how language actually works? Another reason why the philosophy of
language is particularly pertinent for the present discussion is that for philosophy in
general, and Wittgenstein in particular, there is no sharp boundary between understand-
ing language and cognition—how we understand language is closely coupled with how
we understand things in general. Not only language, but understanding is important for
information systems, too, since information systems are often used to help us under-
stand things better. Since the approach of philosophy of language is the fundamental
examination of the issues of meaning, if there are any clear insights into our under-
standing of meaning, they will likely be found here first. This is why the philosophy of
language is so important to the investigation of information retrieval systems.

Why is the philosophy of Wittgenstein particularly important for the study of in-
formation retrieval systems? That is, why not just survey the pertinent sections of the
Philosophy of Language in general? There are many philosophers of language, and
many philosophical theories which have contributed to our understanding of meaning
in language. Why should we concentrate our efforts on Wittgenstein’s, admittedly dif-
ficult, philosophy of language? Surely there are other, easier, routes to furthering our
understanding of language and meaning.

But Wittgenstein is unique among philosophers in the following respect: early in his
career he was the consummate logician, the intellectual heir apparent to the pioneering
logical work of Gottlob Frege and Bertrand Russell. Frege and Russell believed that

F. Crestani and I. Ruthven (Eds.): CoLIS 2005, LNCS 3507, pp. 1-4, 2005.
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2 D.C. Blair

ordinary language was not precise enough to represent the complexity and subtleties
of meaning that were becoming increasingly important for analytic philosophy. Russell
believed that the goal of analytic philosophy was to clarify what we say about the world.
Analytic philosophy should take its inspiration from what Russell believed was the rigor
of the scientific method. Since different branches of science often needed their own
representational systems to express factual scientific relationships clearly, philosophy
would need a similar rigorous representational system to make what it could assert
perfectly clear, or so Russell & Frege thought.

What we needed, they believed, was a logical language that could faithfully model
these complexities and subtleties of expression, and could be used to clarify whether
statements of fact were true or false—a language that could be used to bring out and
make explicit the underlying logic of language. Early in his career, Wittgenstein was
sympathetic with this view of language, believing, like Russell and Frege, that language
could be made more precise through the use of formal logic. In his introduction to
Wittgenstein’s first published work, Tractaus Logico-Philosophicus, Russell describes
Wittgenstein as being “concerned with the conditions which would have to be fulfilled
by alogically perfect language”. Russell goes on to describe a logically perfect language
as one which “has rules of syntax which prevent nonsense, and has single symbols
which always have a definite and unique meaning”.

But as Wittgenstein’s thought matured, he began to have serious misgivings about
the ability of logic to model or represent the complex and subtle statements of language.
Not only was logic inadequate to this task, he thought, ordinary language itself was, if
used properly, the best possible medium for linguistic expression, philosophical or oth-
erwise. In short, Wittgenstein’s thought evolved from a belief that problems of meaning
in language could be clarified by logically analytical methods to a realization that many
of the unclarities of language were a result of removing statements from the context,
practices and circumstances in which they were commonly used—what Wittgenstein
called our “Forms of Life.”

What determined the truth or meaning of a statement was not some underlying logic,
but how the statement was used and what circumstances it was used in. Ambiguities
in language are clarified, not by logical analysis, but by looking at how the words or
phrases in question are used in our daily activities and practices. Wittgenstein’s tran-
sition in his view of language is important for the study of information systems for
the following reason: our current most widespread model of information systems is the
computer model, in particular, the “data model” of information. This has been a very
successful and robust model that has had a remarkably long history of implementa-
tion. Computers are, in a fundamental sense, logical machines, so we might say that the
current most popular model for information systems is the logical model. This logical
model, as we will show, has worked well for providing access to the precise, highly
determinate content of our data bases—things like names, addresses, phone numbers,
account balances, etc. But as more and more of our information is becoming managed
by computerized systems we find that we must provide access to less determinate infor-
mation, like the “intellectual content” of written text, images, and audio recordings—for
example, searching for information that analyzes the economic prospects of Central Eu-
ropean countries, or information that evaluates the impact of government regulation on
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small businesses. These kinds of access are not as well served by the logical data model
of information, as one can easily see when trying to find some specific subject matter
(intellectual content) on the World Wide Web using an Internet search engine.

Current information systems are in some way, the victims of the success of the more
determinate data model of information. The logical/data model of information has be-
come the Procrustean Bed to which many information systems are forced to fit. The
effort to fit language and information to the logical model was justified because it was
assumed that, as Russell and the early Wittgenstein believed, there is an underlying
logic of language that governed its correct usage—an underlying logic which must be
uncovered if we wanted to insure the clarity of expression. On this view, information
systems used to provide access to “intellectual content” are just sloppy or imprecise
versions of data retrieval systems. But it was one of Wittgenstein’s clearest reassess-
ments of his early philosophy when he said that “...the crystalline purity of logic was,
of course, not a result of investigation; it was a requirement”—that is, the logic that
Russell and Frege sought to uncover in their analysis of language, did not exist latently
in language waiting to be uncovered.

The logic of language was something that was a requirement for the analysis fo be-
gin with—it was something that was imposed on language. Just as Wittgenstein began
to have misgivings about the applicability of the logical model, with its requirement for
the strict determinacy of sense, to all aspects of language and meaning, some are now
having misgivings about how applicable the logical/data model of information is to the
more complex and subtle problems of access to less determinate information such as
the “intellectual content” of written text, images and audio recordings, a kind of access
becoming increasingly widespread as more and more of our information starts out in
machine readable form. For the data/logical model to be applicable to all information
systems, it is required that the information on the system be represented in extremely
precise or determinate ways. But this process will have the effect, not of making bet-
ter, “more precise” information systems, but, in the case of the search for “intellectual
content,” of making dysfunctional information systems—systems which are insensitive
to the subtleties of language that are required for highly specific access to intellectual
content, especially on large systems. As long as we believe that the precision of repre-
sentation for data retrieval is possible for all information systems, we will run the risk
of building such dysfunctional systems.

2 Surveying Wittgenstein’s Landscape

...we don’t start from certain words, but from certain occasions or activities.”[LC p.3]
“Let the use of words teach youtheir meaning.” [PI p.220]
“If a lion could talk, we could not understand him.” [PI p. 223]
“The best example of an expression with a very specific meaning is a passage in a
play.”
“When I think in language, there aren’t "meanings” going through my mind in ad-
dition to the verbal expressions: the language is itself the vehicle of thought.” [PI § 329]
“Our language can be seen as an ancient city: a maze of little streets and squares,
of old and new houses, and of houses with additions from various periods; and this
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surrounded by a multitude of new boroughs with straight, regular streets and uniform
houses.” [PI § 18]

“Many words...then don’t have a strict meaning. But this is not a defect. To think it
is would be like saying that the light of my reading lamp is no real light at all because
it has no sharp boundary.” [BB p. 27]

“Frege compares a concept to an area and says that an area with vague boundaries
cannot be called an area at all. This presumably means that we cannot do anything with
it.—But is it senseless to say: ”Stand roughly there”? [PI § 71]

“If a pattern of life is the basis for the use of a word then the word must contain
some amount of indefiniteness. The pattern of life, after all, is not one of exact regular-
ity.”[LWPP I § 211]

“We want to establish an order in our knowledge of the use of language: an order
with a particular end in view; one of many possible orders; not the order.” [PI §132]

“My method is not to sunder the hard from the soft, but to see the hardness of the
soft.” [NB p.44]

“The more narrowly we examine language, the sharper becomes the conflict be-
tween it and our requirement. (For the crystalline purity of logic was, of course, not a
result of investigation; it was a requirement.) The conflict becomes intolerable; the re-
quirement is now in danger of becoming empty.—We have got onto slippery ice where
there is no friction and so in a certain sense the conditions are ideal, but also, just be-
cause of that, we are unable to walk. We want to walk; so we need friction. Back to the
rough ground!” [PI § 107]

3  Wittgenstein’s Main Views of Language

“Meanings” are not linked to words.

“Meanings” are not concepts or any other single thing.”

To understand the meaning of a word is not to have some definition in your head, but
to be able to use the word correctly in the activities and practices in which it is normally
used.

The context of usage is essential for understanding language.

Indeterminacy in language is inevitable, but is not the result of sloppy or irrational
usage.

4 Types of Indeterminacy in Information / Content Retrieval:

— Semantic Ambiguity
— Category Overload
— Language Productivity



Text, Co-text, Context and the Documentary Continuum

Elisabeth Davenport

School of Computing Napier University,
Edinburgh EH10 5SDT
e.davenport@napier.ac.uk

Abstract. The paper is concerned with ways in which we understand context. In
mainstream LIS, context is construed as environment or situation, a place where
work gets done, supported more or less by information objects that are retrieved
from a different space. The resulting separation of object and agent underlies two
significant lines of work in the LIS domain: the search for optimal access to ob-
jects and the description of human information behaviour. Performance measure-
ment dominates the former; the latter has led to elaborate and universalist models
that have little discriminatory power and whose validity is difficult to establish.
Both groups are pre-occupied, in their own way, with matching agent and object,
or with relevance, though the question of ’relevant to what?’ has many different
answers - tasks, life mastery, leisure interests and so on. A recent ’call to order’
here suggests that ’tasks and technology’ should be the focus of LIS efforts, as
these can at least support the validation of empirical work.

Context, however, may be understood differently, in terms of the texts that sur-
round or are linked to a specific text that demands attention at a given moment.
(For the purposes of this argument, context is not commensurate with hypertext;
hypertext is a technology that supports the recording of context). A text (in terms
of functional linguistics) is a meaningful unit of language, and texts vary in size
- a clause, an article, a recipe, and (stretching the concept for the purposes of the
argument presented here) a collaboratory. To focus thus on texts is not to take
the side of "objects’ versus agents’ - the agent is present in the text and achieves
certain ends through texts. These are accomplished within a system of encoding
(choices about what is appropriate) that makes meaning possible among those
who share the code. For those in the know (members of a group, a discipline,
a community) encoding is implicit. Outsiders, in contrast, need to work hard to
grasp why choices have been made - what is linked with what, what refers to what,
in what ways cohesion is achieved, and this work is often described in terms of
literacy. Sociolinguists use a number of terms in discussing these issues - co-text
(coding drives textual links to text) and social context (coding drives actions that
are non-textual). These are dimensions (along with content) of a continuum - text
and function, text and use are tightly coupled.

Within LIS, there are a number of approaches to clustering documents that
are based on inter- and intra-textual analysis; this "co-textual” work, however, has
not been perceived as dealing with ’context’. Citation analysis is the most salient
of these, with the journal article as the standard unit. It makes visible patterns of
social choice and aggregation, and reveals the social encodings that characterise
different domains. Citation analysis is concerned with use: sequences of "uses’
establish the texture of a domain and these threads can be traced at a very fine
level of detail - a clause (the smallest unit of text) for example, may be tracked
across a sequence of documents. Citation analysis may be seen as a prototype

F. Crestani and I. Ruthven (Eds.): CoLIS 2005, LNCS 3507, pp. 5-6, 2005.
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for recent systems for social filtering and personalisation (recommender systems,
reputational systems). These systems change the texture of work, by providing
shifting sets of possibilities for action.

So why foreground an existing technique? The last part of the paper suggests
that co-textual analysis is particularly timely in a world of large scale digital col-
lections (or archives) - the aggregates associated with cyber-infrastructures and
grid technologies, with e-science, e-learning, e-government, e-commerce. These
collaborative spaces for project or service work are constructed on a scale that
complicates understanding. They are also complex texts, whose emergent effects
contribute to problem framing and problem solving. Existing tools for "knowl-
edge discovery’ in such environments focus on the management of content, or
objects that are described and classified (meta-data and meta-languages). But
large collaborative texts also require tools for explication (based on co-textual
analysis), that address transitivity and trace threads over time, mapping, for ex-
ample, shifts in the argument of a complex text or shifts in the structure of a
complicated document over versions. Visualisations of this kind can be used to
track specific couplings of text, co-text and context at different levels of aggrega-
tion (what has recently been described as ’textography’); they are also important
drivers of literacy - at the level of the domain, or the project.



The Sense of Information: Understanding the Cognitive
Conditional Information Concept in Relation
to Information Acquisition

Peter Ingwersen' and Kalervo Jirvelin®

! Department of Information Studies, Royal School of Library and Information Science,
Birketinget 6 — DK 2300 Copenhagen S — Denmark
piedb.dk
2 Department of Information Studies, Tampere University,
FIN-33014 Tampere, Finland
Kalervo.Jarvelin@uta.fi

Abstract. The cognitive information concept is outlined and discussed in rela-
tion to selected central conceptions associated to Library and Information Sci-
ence (LIS). The paper discusses the implication of the conception to informa-
tion acquisition, both in a narrow information seeking and retrieval sense as
well as in more general terms concerned with daily-life situations and scientific
discovery from sensory data.

1 Introduction

Information is one of the most central phenomena of interest to information seeking
and retrieval (IS&R) and Information Science in general. Understanding information
is an imperative for enhancing our conception of other central phenomena, such as,
information need formation and development, relevance, knowledge representation,
information acquisition, communication and use. Information is the glue that binds
these concepts together. We regard IS&R processes to be an important activity of
human information acquisition and cognition. IS&R may occur when an actor recog-
nizes a knowledge gap [1] or a state of incompleteness, uncertainty or ASK [2] of it-
self and acquires information from external knowledge sources in connection to daily-
life and work situations. In broad sense information acquisition engages both knowl-
edge sources consisting of human-made signs — and involves sensory data as well.

Obviously, the outcome of human daily-life as well as scientific information ac-
quisition is paramount to the further physical and intellectual activities of the actor in
question. The understanding of what is nature-bound signals, data intentional signs,
meaning, information, and knowledge, leading to cognition, is consequently of out-
most importance to Information Science, since it deals with the latter activities.

We outline and discuss the conditional cognitive information concept, originally put
forward by Ingwersen [3] and merely concerned with interactive information retrieval
(IIR) as an Information Science discipline. We attempt to demonstrate that the same
conception can be generalized to cover IS&R as well as human information acquisition

F. Crestani and I. Ruthven (Eds.): CoLIS 2005, LNCS 3507, pp. 7-19, 2005.
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8 P. Ingwersen and K. Jérvelin

and cognition from sensory data, as performed during scientific discovery. Notwith-
standing, the cognitive information conception does not intend to cover also pure bio-
chemical phenomena and physical processes, which do not involve human actors.

The paper is organized as follows. First, the cognitive conditional information con-
cept is briefly outlined and analyzed. This is followed by a discussion of its associations
to other central information conceptions from LIS and related information-dependent
disciplines, prior to an analysis of the conception in relation to meaning and information
acquisition — with scientific discovery from sensory data as the study case.

2 The Cognitive Information Concept

Prerequisites for an information concept for Information Science and information ac-
quisition in general are that it is must be related to knowledge, be definable and op-
erational, i.e., non-situation specific, and it must offer a means for the prediction of
effects of information. The latter implies that we are able to compare information,
whether it is generated or received — and whether the processing device is man or ma-
chine. Hence, we are not looking for a definition of information but for an under-
standing and use of such a concept that may serve Information Science and does not
contradict other information-related disciplines. However, at the same time it needs to
be specific enough to contribute to the analysis of IS&R phenomena.

2.1 Information Acquisition in Context

Human acquisition of information from any kind of source demonstrates that commu-
nication processes play a fundamental role, involving sender, message, channel, re-
cipient, and a degree of shared context. The special case for information science, and
in particular IS&R lies in the notion of desired information and that messages take the
form of intentional signs. Acquisition from sensory data is a special case of intention-
ality. A relevant information concept should consequently be associated with all com-
ponents in the communication process and involve intentionality [4].

Essentially, both the generation and reception of information are acts of information
processing made in context — Fig. 1 — but often at different linguistic levels, com-
monly known as: morpho-lexical; syntactic; semantic (or contextual); and cognitive
(or epistemic) [3, p. 22-23]. All levels are nested. The former three levels belong to
the ‘linguistic surface levels of communication’, Fig. 1. One should not be seduced by
the (false) impression that recipients always are human actors. They may be genera-
tors as well as recipients and, quite importantly, computers or information systems
may likewise play both roles, owing to their embedded (fixed) cognitive models rep-
resenting a variety of actors.

Fig. 1 is an extension from Ingwersen [3, p. 33] by a) including different situation-
specific contexts of generator and recipient, influencing their state of knowledge and
cognitive-emotional model', and b) by viewing the act of communication at a given point
in time, that is, at the instance of reception of signs. The contexts are open-ended,

' The notion ‘cognitive’ covers also emotions throughout the paper.
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implying that factors from more remote contexts of the environment may influence the
current ones (A and B) and the given situations.

At generation time, the situation in context A influences the generator’s state of
knowledge when producing a message of signs — the left-hand side, Fig. 1. Regardless
whether the signs are stored for later communication, for instance in an information
system, or immediately communicated, its meaning (sense) and context is lost —
named the cognitive free fall. The generator has thus lost control of the message.

This is because the signs in the message fall back to a morpho-lexical state. They
become data. The original (linguistic) conventions binding them together like gram-
mar, cases and meaning (sense) are also present as signs themselves or have disap-
peared completely. A text or oral message simply becomes a string of signs, which
have to be decoded by means of interpretation of a recipient, e.g., a reader.

That message is communicated at the linguistic surface level of the communication
system. At the right-hand side the recipient perceives the signs at a linguistic surface
level, in his/her/its context B. Only through the stages of information processing, and
supported by the cognitive model of the recipient, may the message (signs) affect the
current cognitive state of that recipient. In order to turn into information the signs must
transform the cognitive state by means of interpretation. Indeed, the information per-
ceived may be different from that intended by the generator.

The transformation is influenced by the open-ended situation in context B. Signs
may indeed have effect on the recipient, but information may not be conceived. The
cognitive-emotional state in context B may contain doubt, perceive a problem about
the processing and/or interpretation of the signs, and reach a state of uncertainty. In it-
self this state could be said to hold information (on uncertainty or doubt), but then this
information is of generic nature, e.g. “to me the signs seem to be of Asian origin — but
I do not understand them”.

In human information processing and acquisition the cognitive model is the individual
cognitive space which controls the perception and further processing of external input,
for instance, during communication and IS&R. The space consists of highly dynamic and
interchangeable cognitive and emotional structures, including tacit knowledge. This indi-
vidual cognitive space is determined by the individual perceptions and experiences
gained over time in a social and historical context. In the actual situation the acquired in-
formation turns into IS&R knowledge and/or domain knowledge — the two knowledge
types fundamental to all IS&R activities [3].>

In automatic (symbolic) information processing the cognitive model of the re-
cipient may be dynamic but not self-contained. It consists of the human cognitive
structures represented in the system prior to processing. Its individual cognitive
structures, e.g., in the form of algorithms or textual strings of signs, may interact
with one another and with structures generated by humans external to the system —
when ordered and capable of doing so. However, the processing will only take place
at a linguistic surface level of communication — at sign level — never at a cognitive
level, see Fig.1.

% In [3) domain knowledge was frequently also named ‘conceptual knowledge’, which includes
emotions.
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Fig. 1. The cognitive communication system for Information Science, IS&R and information
acquisition in general. From [2] and revision of [3]

2.2 The Conditional Information Concept

With the above analysis in mind the concept of information, from the perspective of
information science, must satisfy two conditions simultaneously [3, p 33]:

On the one hand information being something which is the
result of a transformation of a generator's knowledge structures
(by intentionality, model of recipients’ states of knowledge, and in the form of
signs),
and on the other hand being something which,
when perceived, affects and transforms the recipient’s state of knowledge.

Evidently, any transformation of state of knowledge involves an effect on that state. It
is important to stress, however, that an effect on state of knowledge, and an ensuing reac-
tion, does not necessarily require any transformation of a knowledge state. When a com-
puter starts printing due to a perceived and understood print command, it is simply an ef-
fect, not a change of state of knowledge. The command remains a sign — not information.

The information concept covers both human and symbolic information processing
at both the generator and recipient side of the communication channel. It does not im-
ply that the information acquired should be novel to the recipient or true. It may sim-
ply verify the already known. Verification adds to the state of certainty concerning
some phenomenon — whereas falsification commonly signifies a radical change of
state [5].

From this follows that in the four man-machine relations situations, only when the
recipient is a human actor, communication of information may take place:

1. Human actor — machine communication, the conveyed data (message or potential
information) remains signs at linguistic surface level;
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2. Human actor — Human actor communication, the data (message or potential infor-
mation) may turn into information in a cognitive sense, depending on state of
knowledge of recipient actor;

3. Machine — human actor communication, the conveyed data (message or potential
information) may turn into information in a cognitive sense, depending on state of
knowledge of recipient actor;

4. Machine — machine communication, the conveyed data (message or potential in-
formation) remains signs at linguistic surface level.

2.3 Associated Central Information Conceptions

Between the conditions outlined above by the cognitive information conception a sub-
stantial range of concepts can be found [6]. The conditional information concept is
strongly influenced by Wersig’s analyses [7] by including the notions of problem
space and state of uncertainty. It is originally an extension of Brookes’ [8] equation
and Belkin’s [2] information concept. It reflects Belkin’s two-level communication
model and modifies slightly the idea of information as structure proposed in [2, p. 81].
Further, we explicitly include the contextual/semantic information processing level as
part of the linguistic surface level. In particular Brookes equation [8] may offer a
workable solution to understanding information acquisition from sensory data.

The majority of alternative conceptions pertinent to Information Science and
IS&R associate to specific elements of the conditional cognitive conception and to
portions of Fig. 1.

Shannon's information concept, which, to be more accurate, originally was a meas-
ure of probability for transfer of signals forming part of his mathematical theory of
communication, is very limited in scope [9]. The measure is concerned with the prob-
ability of the reception of messages or signals in the form of bits through a channel,
explicitly not with the semantic aspects of messages. Shannon’s conception thus
makes information equal to communicated signs (or electronic signals) at the linguis-
tic surface level between generators and recipient. The measure cannot be applied to
information seeking and retrieval where meaning in general is related to information.
Neither intentionality nor any context exists according to the conception. Hence, nei-
ther condition one and two are necessarily satisfied and it cannot deal with acquisition
of sensory data, only with data transfer.

Salton [10] identifies information with text contents, that is, information objects as
represented by the inherent features, such as, words, image colors or (automatically
extracted) index keys. Context is limited to such features within objects. This is what
Buckland named Information-as-Thing [11]. Searchers may provide relevance feed-
back, but this fact does not indicate any notion of effect on the searcher, only on the
system. Salton’s interest is to isolate generated messages (texts) conveyed by signs
(words and other attributes) in organized channels (information systems). Hence, im-
plicitly Salton recognizes that contents of information objects contain, carry or have
meaning (are meaningful or have sense); otherwise the calculation of discriminating
word frequencies in texts for indexing purposes would not be meaningful. In the
framework of the conditional information conception Salton’s notion of information
equals the first condition: it is intentional signs placed at the linguistic surface level
after the cognitive free fall on the generator side, Fig. 1. To Salton information sys-
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tems are real information systems, not in any metaphorical sense. In practice most ex-
perimental researchers in IR base their feature-based search engine algorithms on in-
dependent features of objects, that is, at a morpho-lexical level. As a matter of fact,
the so-called independence assumptions of document features and relevance assess-
ments are here regarded absolutely necessary for the validity and understanding of
common probabilistic IR models.

Ideas of information that regard value-added data as information, e.g. provided by
human indexers by means of keyword structures, are close to Salton’s conception.
Pure documents are thus data, whilst organized information systems are value-added
and real information systems. When perceived such entities become knowledge. The
value-adding idea does not take into account the ‘cognitive free fall’ — also of the in-
dex terms and other added structures.

With Salton, Shannon and similar understandings the focus of the concept of in-
formation has moved from the areas of generated messages (contents of information
objects) to the message in a channel (not its meaning). This drift in focus corresponds
to a move from the left towards the center in Fig. 1, but at the linguistic surface level.
Since none of these information concepts actually are concerned with human recipi-
ents, they cannot offer realistic solutions to understanding information acquisition
from sensory data.

With Wersig [7] we reach the recipient side of the figure. He devotes attention to a
concept associated with the reduction of uncertainty or doubt and the effect of a mes-
sage on a recipient. Uncertainty (or doubt) is the end product of a problematic situa-
tion, in which knowledge and experience may not be sufficient in order to solve the
doubt. It is important to note that Wersig’s information concept operates in a situ-
ational and social context. His concept of information only vaguely deals with the
senders’ states of knowledge. But he extends his information concept and communi-
cation model to include the meaning of the communicated message, i.e., that it is in-
tentional and makes sense, in order to explain the effect on the recipient: reducing un-
certainty. In this concept a message ‘has meaning’, and may eventually ‘give
meaning’ to the recipient. Only in the latter perspective does it offer explanations as-
sociated with acquisition of sensory data.

It is clear that the reduction of uncertainty is a relevant concept in the study of hu-
man actors (searchers) and their reasons for desire of information. Uncertainty reduc-
tion is but one of several ways a state of knowledge may change. However, it be-
comes unclear how this understanding of information may be related to generation
processes and to non-human recipients, for instance, computers.

Recently Losee has discussed a quite generalized concept of information, suitable
for all the disciplines or sciences treating ‘information’ in some way or another [12].
In order to accommodate the natural sciences and the issues of entropy his concept
has the general form: ‘information is the result of a process’. This is not the same as
Bateson’s ‘a difference that makes a difference’ [13] because the latter difference is
assumed created by man as an intellectual circumstance. To Losee any process,
whether taking place in nature or instigated by a human actor, will thus result in in-
formation, regardless the kind of recipient. The recipient may be a natural artifact, i.e.,
a World 1 object in Popper’s ontology [5]. For instance, it might be a DNA molecule.
It may be a World 3 knowledge product, like computers or other signs structures,
made by World 2 minds. Losee’s concept implies that all signals, intentional as well
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as un-intentional, are information in a real sense. This conception corresponds to a
heavily condensed cognitive information concept. Condition one is thus reduced to ad
hoc signals and natural effectors that incorporate intentional signs as a special case.
Condition two becomes reduced to perception and effect — by any kind of recipient.

Fundamentally, Losee takes Shannon’s [9] signal theory and alters the meaning of
information, signals and data merely to signify a substitution for a ‘universal effector
concept’. The notion of information is hence not needed at all. This is not fruitful to
Information Science, although Losee may argue that in special cases or situations, ef-
fectors (‘information’) may indeed conform to the totality of the conditional concept
of information. In that case one returns to the starting point: a concept of information
for Information Science that may explain when ‘something’ is or is not information.
Losee’s concept can be workable with respect to sensory data acquisition at a very
general level (has effect on a recipient of any kind).

In the case of entropy, information is commonly regarded as bits of signals that can
be formalized. For instance, the more open a sentence is semantically and the more
surprising, i.e., the less predictable it is, the larger the amount (bits) of information
that is available in the sentence. In the inverse case, that the conveyed set of signals is
highly predictable, the approach considers informativeness as very low (= close to
zero number of bits). In this perspective, which derives from Shannon [9], informa-
tion is an objective and quantifiable entity, and completely removed from any cogni-
tive structure, i.e., not associated to interpretation, meaning, context and information
in our common sense.” Owing to the lack of subjective perception and interpretation
entropy offers understanding of (sensory) data acquisition at linguistic surface levels —
not at cognitive levels.

Finally, Dretske maintains, like Salton, that the content of information systems is
information [14]. When accessed, following Dretske’s semantic information theory,
information may provide meaning, that is, make sense to the recipient. Information is
consequently reduced to intentional signs only — i.e., identical to the first condition
alone of the cognitive information conception. Dretske’s information concept equals
Ingwersen’s understanding of ‘potential information’, i.e., the signs, signals, data,
etc. prior to any act of interpretation [3]. In terms of sensory data acquisition Dret-
ske’s conception does offer an understanding: when such data (un-intentional signals)
are perceived and make sense they are information entities that provide meaning, un-
derstood in a semantic sense.

2.4 Information and Meaning

One might argue that becoming informed is a purely social phenomenon, that is, that
information similarly is socially dependent. This would imply that context (B), Fig. 1,
or the socio-cultural and organizational context, Fig. 2, determines the act of becom-
ing informed. From that perspective cognitive models reflect the social environment

* In a search for ‘dog’, ‘eats’ and ‘man’ it is only known to the information seeker whether a
text like ‘dog eats man’ is meaningful and more informative (due to the unpredictability or
‘surprise’ value following the entropy line of thought) than ‘man eat dog’. Evidently, in a
cognitive sense some socio-cultural context is required to determine which understanding of
the two sentences that possesses the highest surprise value in an entropy sense. Then, the en-
tropy is not as directly quantifiable and objective as assumed.
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and its domain-dependent paradigmatic structures. In a cognitive sense, however, the
processes of becoming informed are not beyond the control of the individual actor(s).
In our view the actor(s) possess relative autonomy and therefore may — influenced by
the environment — contribute to the change of a scientific domain, of professional
work strategies and management, or indeed a paradigm. This combined bottom-up
and top-down view of cognition is named the principle of complementary social and
cognitive influence [15].

Without that principle scientific disciplines and schools, professional and social
domains as well as ideas would and could not change over time. They would stagnate,
remain introvert and promote the collective (semantic) understanding of the world as
the only valid and true understanding. In the case of several ‘schools’ in a discipline
they ignore or compete with one another. This behavior can be observed by citation
studies. Such aspects of information transfer are central — in particular — when dis-
cussing information acquisition, whether from documents or sensory data.

The questions then are: how much context that necessarily must be shared between
sender and recipient in order to make information acquisition work? — And how does
social context and elements of cognitive models reflect on acquisition from (un-
intentional) sensory data?

To the first question at least so much context must be shared between the actors
that the message makes sense to the recipient, i.e. gives meaning. Whether or not the
intended information actually becomes conveyed depends on the perception and cog-
nitive state of the receiving mind, influenced by the current situation in context. The
more common context between actors, the higher the probability that intended infor-
mation becomes transferred. This is the idea behind human indexing of documents,
and refers back to the first condition of the cognitive information concept: the exis-
tence of a model of the future recipients in the mind of the generator. Most often,
there is not the necessary context present at any given point in time.

The second question is discussed in the ensuing sections.

Meaning commonly signifies that a message makes sense to or is understood by an
actor. At the cognitive stage of information processing information is seen as supple-
mentary to the existing cognitive-emotional model of the individual actor. Thus, the
information from a message deriving from a human knowledge source is basically the
construct by association and interpretation of the perceived and understood message.

In this connotation of meaning there is no doubt that information goes beyond
meaning. Old archives, history studies as well as archaeology or IS&R are full of
problems of interpretation of ambiguous sources, due to the lack of adequate context
surrounding such sources. This is the reason why modern archival practice attempts to
improve future sense-making and informativeness of the archive, and to avoid too
much guess work, by adding sufficient context to the sources. The issue here on the
thin line between meaning and information is: what is sufficient context to be shared?
In some cases [16], owing to insufficient context in knowledge sources, we may ob-
serve an endless regression of meaning and interpretation; and new and creative use
of expressions is inevitable.

However, jokes told within one culture are only fun due to the shared semantic
memory, and a recognizable and understood situation. The slight twist of the shared
context then creates the surprise and the significance — i.e., the unexpected sense
(meaning) becomes the information and the gist of the joke. Here, we regard informa-
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tion as equal to meaning. Jokes can only with difficulty be transferred and provide the
laugh (expression of information) in other communities or cultures, not sharing col-
lectively the same context, although indeed linguistically understood. Similarly, de-
liberate misinformation builds often on known shared semantics from which the ex-
pected sense ought to lead to the desired interpretation by the recipients, i.e., to the
desired (mis)construct in their minds. Misunderstanding of messages may lead to con-
structs different from the intended ones. In all these cases of false, wrong, or misin-
formation, we still talk about information as such.

But how does this bears on information acquisition from un-intentional sensory
data? How is it possible to become informed from signals or signs created by nature?

3 Information Acquisition from Sensory Data

With respect to human acquisition of information from sensory data in daily-life
situations none of the above Information Science conceptions focusing on the sender
of meaningful messages, or on the communication channel alone, are applicable, the
left hand side and center, Fig. 1. All conceptions dealing merely with the state of
knowledge of recipients of signs are applicable, but only if the signs are allowed to be
unintentional signals. If signs presuppose meaning in messages that will exclude sen-
sory data. Left are thus the general information concepts that are not useful to Infor-
mation Science.

The conditional cognitive information conception is quite workable in IS&R and
the Information Science domain, but presupposes intentionality on the sides of the
sender and recipient. A way to understand information acquisition from sensory data
is to propose that the human recipient simultaneously act as a kind of go-between
sender. Only in that way contexts can be shared between ‘actors’. What is required is
an idea or belief (a perspective) and some rule or logic concerning the original (un-
intentional) source, the matter and effect of the sensory data. The idea signifies some
kind of statement that may lead to derived ideas and some methods for testing them:
“The sun is warm, yellow and is seen circling around Earth close by. The stars are
also yellow, but smaller and seem to stand still on the sky during the night, when the
sun has gone away: The sun is on fire — more during summer than winter — and the
stars are smaller fires fixed in the sky far form Earth. The moon is a less warm kind of
sun, perhaps burned out, a ghost, even when it is full. Why this is so we do not
know.” If somebody then observes that the stars actually move around a fix point dur-
ing a year there might be new ideas about the nature of the celestial bodies. Some-
body may even begin to work out some rules about their movements, i.e., making
predictions.

What is important is that the idea (or belief) constitutes the shared context between
incoming signals (regarded surface-level signs by the recipient) and the recipient. By
putting a certain perspective to the perceived sensory data the recipient actor super-
imposes a specific way of making sense and interpretation of the data as if he/she had
participated in creating them intentionally. The interpretation made by means of rules
(conventions), experiences and logic signifies the information acquired. The idea and
rules or test methods may be inadequate or completely wrong, or rather; they may
start contradicting (what is perceived as) reality or other actors’ perspectives of the
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same phenomena. They may indeed also prevail collectively, leading to similar inter-
pretations for a long span of time.

Exactly this double-sided artificial way of manipulating the sensory data makes
developments and changes in cognitive models of individuals possible in relation to
context. The gained experiences can then be communicated as intentional messages
via social interaction and/or other kinds of knowledge sources to other individuals.

3.1 Scientific Discovery

Scientific discovery follows the same route as in daily-life situations. The difference
is that conventions exist for scientific inquiry for the variety of disciplines nowadays
is more pointed than for common situations. The conventions assure a minimum of
context to be shared scientists in between and between scientists and their objects of
inquiry.

The scientist has commonly intentionality (goals), ideas and perhaps an already es-
tablished theory. From that theory he/she may generate a hypothesis about objects and
phenomena. For instance, Tycho Brahe was one of the last astronomers to make ob-
servations only by eyesight. He created a vast data collection of positions of the stars
and known planets. At that time (late 16th Century) the commonly (semantic) recog-
nized theory about the universe adhered to the so-called Ptolemaic cosmology with
the Earth as center and the sun and stars turning around in spheres. The problem was
that the planets did not behave as they were supposed to in their orbits, according to
this prevailing cosmology shared by the scientific, philosophical and religious com-
munities, see Fig. 2, right hand side. Their courses were erratic. The common hy-
pothesis was that the observations available were not exact enough. Hence the cum-
bersome work by Tycho Brahe.

In a way we may say that his data collection activity was made in order to verify
the prevailing theory or perspective (the Ptolemaic cosmology). The hope was the
data would make sense, i.e., give improved understanding of reality as perceived dur-
ing the period. Information would equal meaning. He did not himself manage to carry
out the proper calculations of the new orbits. Copernicus did that later on and made a
discovery of consequence! The observations did not suit the prevailing cosmology. In
fact they suited much better an inverted cosmology, a completely different idea: that
of the helio-centric system. The original observations — made for verifying and im-
proving the original cosmology — succeeded in falsifying that theory and to suggest a
more suitable one. The same observations were later also used by Keppler to produce
his Laws.

To Tycho Brahe starlight and his observations of star positions were built on a hy-
pothesis (albeit wrong) that guided his way of making the observations. He conse-
quently concentrated his attention on specific patterns of that light and superimposed
his intentionality on the flow of data. He thus became a generator, substituting the
originator from nature, and recipient at the same time of the incoming signals. They
turned into signs intentionally structured according to the hypothesis (the cognitive
model of the recipient actor). Condition one of the cognitive information conception
is hence fulfilled although the data originates un-intentionally from natural phenom-
ena and objects.
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Fig. 2. Cognitive framework for instances of scientific information acquisition from sensory
data [15]

The same data set may provide very different information constructs, cognition and
knowledge, later to be put into theoretical patterns that may produce novel hypothe-
ses. It all depends on the nature of the pre-suppositions and context that are applied as
well as creativity and courage to allow a falsification to lead to unexpected conclu-
sions. The danger of this construct is that it may lead to social constructivism or sci-
entific relativism where the prevailing pre-suppositions are stronger than the sense of
truth, logic and fairness towards reality. This is also the basic reason behind making
available the data sets used in empirical research, as required, e.g., by the journals Na-
ture and Science. In that way, by scientific convention, comparisons can be made be-
tween hypotheses, the data collection, the methods used for obtaining that collection
and the ensuing results, conclusions and perspectives and competing approaches to
the same issues. In more analytic disciplines and research traditions, the interpretative
elements and speculation are more in front. But comparisons can still be made via
logic, communication and academic discussion. In disciplines not dealing directly
with sensory data originating form nature, but concerned with the interpretations of
such phenomena in the form of knowledge sources (documents), like in History, Lit-
erature History, etc., there exists a human originator. However, most often the scien-
tists in those domains also play the ‘go-between’ the original data and him or herself,
in order to manipulate the interpretation. That is why so many interpretations do occur
for the same event.

In a general sense Fig. 2 illustrates instances of scientific information acquisition
[15]. The scientist interacts with and is influenced by his/her own domain context, in-
cluding colleagues, recorded knowledge, prevailing research beliefs and traditions of
that domain over time, arrow (1). To the left the scientist interacts with the natural
phenomena under investigation — arrows (2) and (3/4) — carrying out information ac-
quisition. This situation of scientific inquiry increasingly involves complex techno-
logical tools produced by other actors — arrow (5). If the technology component does
not exist, however, the model becomes even more simplistic with direct interaction
between man and nature — arrows (2=3/4). This was indeed the case in Astronomy
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during the period of Tycho Brahe prior to the invention of the binocular. If Fig. 2 is
intended to depict information acquisition from man-made signs, the component
‘Natural Objects & Phenomena’ becomes replaced by the notion Information Objects.

4 Concluding Remarks

We have shown that the conditional information conception, originally designed by
Ingwersen [3] with a specific Information Science purpose in mind, also is capable of
explaining information acquisition from un-intentional signs created by nature. We
have also demonstrated that there are alternative information conceptions within and
associated to Information Science that do not display similar characteristics. They are
either very general concepts of information, and thus not useful to Information Sci-
ence and IS&R, or they commonly are not concerned with the reception of sensory
data. The reason why such data are important is that they constitute the primary
source for knowledge generation and thus for the generation of information objects.
Consequently, it is of interest when an information concept in Information Science
also may cover this central aspect of the information flow and transfer.
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Abstract. The principle of polyrepresentation, proposed more than 10 years
ago, offers a holistic theoretical framework for handling multiple contexts in
Information Retrieval (IR), and allows integration of representation and
matching of both documents as well as the information seeker’s information
need in context. Relatively few empirically based studies have, however,
applied the principle explicitly for IR purposes. This paper examines the
principle of polyrepresentation, and analyses the practical implications of
applying it to multiple contexts in best match IR research. It is concluded that
the principle is inherently Boolean in its foundation in spite of its intentions to
be applicable to both exact and best match IR. This may constitute a major
obstacle for the application of the principle in main stream IR and information
seeking research. A polyrepresentation continuum is proposed as an illustration
of this problem, and as a model for developing the principle towards greater
practical applicability.

1 Introduction

The principle of polyrepresentation proposed by Ingwersen [8; 9] offers a holistic
theoretical framework for handling multiple contexts in Information Retrieval (IR),
and allows integration of representation and matching of both documents and the
information seeker’s information need. In brief, the principle hypothesises that
overlaps between different cognitive representations of both the information seeker’s
situation and documents can be exploited in order to reduce the uncertainties inherent
in IR, thereby improving the performance of IR systems. Good results are expected
when cognitively unlike representations are used. The document title (made by the
author) vs. intellectually assigned descriptors (from indexers) vs. citations (made by
other authors over time) are examples of such different cognitive origins. Similarly,
the information need is not seen as a static entity, but rather as part of a causal
structure in which the work task to be solved plays an essential role, and from which a
number of representations can potentially be extracted (See Section 2 below).

" The work presented is based in part on the author’s dissertation work [13].
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Essentially, the principle is about making use of a variety of contexts, and to do so
in an intentional manner by focussing on the overlaps between cognitively different
representations during interactive IR. Based on Ingwersen’s cognitive theory of
Information Retrieval [7] the principle of polyrepresentation places the documents,
their authors and indexers, the IT solutions that give access to them (e.g., search
engines), and the seekers in a comprehensive and coherent theoretical framework. In
comparison with the mainstream IR research tradition and the research carried out in
the information seeking community, the principle offers a much broader approach
than either two. The mainstream system-oriented IR research tradition focuses on
document representation and matching algorithms, but not on the actual users of the
system, and the user-oriented information seeking community focuses on the user’s
situation and seeking behaviour, but rarely on the IR systems involved. The principle
of polyrepresentation stresses the importance of all agents and the interplay between
them as a condition for achieving successful and optimal IR. The potential of the
principle is therefore to serve as a common theoretical framework for research that
integrates the information seeking perspective on the users with the mainstream IR
focus on designing and testing better IR systems. This is much needed and has been
called for repeatedly in the literature, but has not been realised to a great extent.

In spite of being highly cited and of its potentials for a more comprehensive
approach to IR and seeking research, relatively few empirically based studies have,
however, applied the principle of polyrepresentation explicitly for IR purposes. A few
studies have reported promising results when applying it on operational databases
using exact match approaches [e.g., 4; 12]. The aim of this paper is to analyse the
practical implications of applying the principle to multiple contexts, especially the
challenges faced when applying the principle in best match IR. Much of Ingwersen’s
thinking behind the principle seems inherently Boolean, e.g., the emphasis on
cognitive overlaps, which might not transfer easily to a best match context.

The paper is structured as follows: Section 2 outlines the principle of
polyrepresentation as a basis for the analysis of the practical implications of
implementing it in Section 3. Section 4 discusses these and points to future
possibilities, and conclusion are given in Section 5.

2 The Principle of Polyrepresentation

The principle of polyrepresentation originates in work on establishing a cognitive
theory for interactive information retrieval [see 7], and can be regarded as a result of
his efforts to demonstrate the applicability of this theory [3]. The cognitive view
serves as a unifying perspective by viewing all processes in interactive IR as the result
of cognition processes in the involved agents. The principle of polyrepresentation
presumes that each agent contributes with their own interpretation of the documents
as seen from their context: For instance, a document reflects the knowledge structures
and intentions of its author(s), the controlled descriptors and uncontrolled index terms
assigned to it are indicative of the indexer’s interpretation, and the individual
interpretations by subsequent citing authors. In addition, the choices made by
designers of IR algorithms and databases have consequences for the representation of
the documents, and the resulting systems are seen as reflective of their ideas and
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intentions. This line of thought and its parallels with Internet meta-search engines are
not considered in the present paper. The cognitive view is also applied to the seeker’s
situation. Ingwersen only regards information retrieval to have taken place when the
recipient has perceived the document and interpreted it into her own context. Because
the author can only express her intentions and ideas through signs (speech, writing, etc.)
the information sent by a generator is subjected to a cognitive “free fall”, and has to be
re-interpreted by the recipient in order to transfer information in a cognitive sense [9].
This inescapable act of interpretation has as a consequence that uncertainties and
unpredictabilities are inherent features of any of the representations in IR.

In the principle of polyrepresentation the tangible entities in IR, e.g., documents,
are regarded as representations of the responsible agent’s interpretation of the
documents from their context. Representations of the same entity can be viewed from
two perspectives: If the representations stem from two different agents the
representations are regarded as cognitively different. Representations from the same
agent are regarded as functionally different. Polyrepresentation of the seeker’s
cognitive space is to be achieved by extracting a number of different representations
from the seeker. In an ideal situation, at least three potentially different functional
representations may be extracted at any one point in time [9, p. 16]:

1. “a ‘what’, i.e., a request version which includes what is currently known about
the unknown (the wish or desire for information);

2. the ‘why’, i.e. a problem statement as well as;

3. a work task and domain description.”

Because the underlying cognitive structures are variable over a session, different
versions of each representation may occur over time. Some of the extracted
representations may often appear to be similar, e.g., the problem statement and the
work task description. This is a consequence of the fact that information needs may be
well or ill-defined, as well as more or less stable. These different types of information
needs and their development are clearly demonstrated by the empirical studies [See,
e.g., 1; 6], as is the role of the librarian in helping the seeker to define and refine her
need. Such a set of representations extracted from the information seeker’s cognitive
space provides a more fertile context of causally structured contexts. The intention in
the principle of polyrepresentation is that this enriched set of representations should
be used as search terms during interactive IR, and combined with each other to
achieve polyrepresentation of the seeker’s cognitive space.

A range of both cognitively and functionally different representations can
potentially be associated with the documents. This is illustrated in Fig. 1 below in
relation to academic documents. Each ellipsis in the figure can be thought of as a
different cognitive agent with the agent’s role in capitals and examples of the agent’s
representation in lower case. Within each ellipsis the representations are functionally
different, and when compared across ellipses they are cognitively different. The
author of the documents is important as the originator of a variety of functional
representations as shown on the right hand side of the figure. As academic documents
have a rich rhetorical structure many functional representations can be extracted from
the structure of the documents apart from the full text itself. Other agents include
human indexers, thesaurus constructers, other authors responsible for citations to
particular documents (and passages in them), and so-called selectors. These selectors
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are agents that are responsible for the availability and accessibility of documents, e.g.,
journal boards, reviewers, employers etc. who bestow cognitive authority by, e.g.,
allowing a paper to appear in a given journal or at a conference. Ingwersen added
these in the 2002 paper [10], which may be seen as an attempt to broaden the scope of
the principle of polyrepresentation into wider contexts.

CITATIONS
In-links to titles
authors & passages
over time

AUTHOR(s) ..
Text - images
Headings
Captions
Titles
References

THESAURUS
Structure;
Relations

SELECTORs
Journal name
Publication year
Database(s)
Corporate source
Country

Class codes
Descriptors
Document typg

Fig. 1. Polyrepresentative cognitive overlaps of cognitively and functionally different represent-
tations of documents. [Reproduced from 10, p. 294]

The principle of polyrepresentation represents Ingwersen’s attempt to exploit the
multitude of contexts to achieve successful and optimal IR. The core of the principle
of based on the following of hypothesis [9, p. 26]:

1. “all the inconsistencies are self-evident, inescapable, formally unpredictable,
and of similar cognitive nature;

2. the more remote in cognitive origin and in time, the less the consistency;

3. the inconsistencies can be applied favourably to improve retrieval because:

4. if different cognitive structures, in defiance of the inconsistency, do, in fact,
retrieve overlapping information objects, this cognitive overlap presents more
‘relevant/useful/...” information objects than each independent structure;

5. the more different the cognitive structures producing an overlap are in time and
by cognitive or functional type, the higher the probability of its

[IEL)

‘relevance/usefulness...’.

The principle thus represents an attempt to view the uncertainties and unpredictability
as favourable to IR, and to exploit these actively. Inspired by, e.g., Sparck Jones [15],
Ingwersen proposes to work through intentional redundancy, that is, to represent
documents (or information needs) in multiple, complementary ways. Ingwersen calls
this redundancy “intentional”, since general and non-estimated redundancy in relation
to representations of documents may not always be productive in IR [8]. The means to
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achieve the intentional redundancy is through the identification of the so-called
‘cognitive overlaps’, which are sets of documents that, in response to a given query,
are retrieved when the query matches several cognitive or functional representations
of the documents. The idea is illustrated in Fig. 1 where a cognitive overlap is created
by the cognitive and functional representations discussed above.

3 Practical Implications

The practical implications of implementing the principle of polyrepresentation for IR
purposes are analysed below based on Ingwersen’s texts and the experiences of those
who have implemented the principle in empirical studies.

While there are general hints for what types of representations to use in the
hypothesis quoted above (i.e., the ones that are most different in time and in cognitive
or functional type), the actual selection of representations and how to combine them is
not dealt with in any great detail by Ingwersen. This is mainly left as an issue to be
dealt with by the IR system’s intermediary mechanism [8, p. 105]:

“The degree, mode and function of redundancy should be determined by
knowledge of the current user’s information behaviour, e.g. as inferred or
believed by the intermediary mechanism, based on a elaborate model of
searcher behaviour.

In other words, from a cognitive perspective as many and as different
cognitive structures as possible should be made available and applied during
IR interaction, however, in accordance with an estimation which allows for a
controlled or calculated selection of exactly such structures that are regarded
most appropriate to the current retrieval situation. This issue of estimation is
not necessarily seen as a mathematical one but rather a behavioral and
psychological issue.”

The reliance on the intermediary mechanism clearly shows that Ingwersen’s
conception of polyrepresentation is highly influenced by his own and other’s early
studies of the interaction between librarians and patrons [see, e.g., 6]. The idea of an
automated intermediary mechanism is clearly inspired by the expert systems
envisioned in the late 1980s (see Chapter 7 in [7]) with elaborate user modelling and
extended dialogs. This line of research has been abandoned, mainly due to the cost
involved in establishing and maintaining the knowledge bases of the systems, and
Ingwersen’s recent proposals focus on request modelling rather than actual user
modelling [10]. Rather than modelling the whole situation of the user, including the
user’s general competencies, the request modelling is concerned with the three types
of questions outlined above (extracting descriptions of the ‘what’, the ‘why’, and the
work task). Nevertheless, the matter of how to treat these representations of the
seeker’s context (once these are obtained) largely remains an issue for future research
on the principle of polyrepresentation.

The identification and manipulation of the cognitive overlaps are obviously crucial
for any practical implementation of the principle. With the focus on overlaps
Ingwersen’s thoughts about the implementation of the principle are inherently
Boolean. This is apparent in some of the figures used by Ingwersen to illustrate the
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principle, where the representations are displayed as sets in Venn diagrams with
cognitive overlaps between these sets such as in Fig. 1 above. The main practical
example of the application of the principle of polyrepresentation given by Ingwersen
deals with online searching in an exact match system which further accentuates the
Boolean line of thought [9, p. 44-45]. In establishing the cognitive frame around the
principle of polyrepresentation it is, however, clear that Ingwersen’s intention is for
the principle also to be applicable in best match systems. An inference network
inspired by Turtle and Croft [16] is for instance used to illustrate the matching of
document representations with representations of the seeker’s context [9, p. 37].
Much of the inspiration for the principle also comes from mainstream IR research into
best match systems, e.g., that different best match principles tend to identify slightly
different sets of relevant documents in relation to the same query. This intention is
also explicit in later papers on the principle [10]. The practical implications of this
tension between the Boolean exact match perspective and the best match elements of
the principle of polyrepresentation are examined below by analysing implementations
of the principle.

A difficulty also noted in Ingwersen is the problem of identifying suitable test
environments in which to experiment with the principle of polyrepresentation [9]. The
large scale Text REtrieval Conferences (TREC) has two problems in relation to
polyrepresentation: the test corpora mainly consist of short news articles in relation to
which very few functional and no cognitive representations can be extracted, and the
main ad hoc track uses static requests so there can be no polyrepresentation of the
seeker’s context. Ingwersen analyses the many possibilities offered by academic full
text documents in the 1996 article, but at that time no corpora was available for test
purposes. This situation has begun to change recently, however, as publishers
increasingly produce academic journals and book electronically, e.g., in SGML or
XML. Begun in 2002, the INitiative for the Evaluation of XML Retrieval (INEX) is the
first IR initiative to use a corpus of highly structured academic full text articles to build
a test collection for IR experiments1 [5]. INEX is still far from the size of TREC, but
offers a wide range of possible functional representations of the documents.

Although the principle of polyrepresentation has not resulted in a large body of
empirical research that deal with all elements of the principle a few studies work with
elements of it. Four of these are examined below in order to identify issues related to
the implementation of the principle. Two of the studies were carried out in operational
online databases [4; 12], while the other two used test collections [13; 14].

Larsen proposes a new strategy for searching via citations, the so-called
‘boomerang effect’ [12]. The strategy was tested in a small experiment carried out in
the online version of the Science Citation Index (SCI) using one test person’s real
information needs and subsequent relevance assessments. As the SCI does not contain
the full text the number of representations used was limited: titles and abstracts by the
author, and Keywords Plus (automatically assigned identifiers) and the network of
references and citations by other cognitive agents. The experiment was Boolean
because of the online setting, and only static versions of the information needs were

! INEX uses a corpus of 12,107 full text articles from the IEEE Computer Society’s 20 journals
corresponding to %2 GB of text. For more information see the INEX web site
http://inex.is.informatik.uni-duisburg.de:2004/.
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used. Larsen used the principle of polyrepresentation as inspiration for selecting
representations, for the automatic identification of seed documents for the citation
search, and for refining the results of the strategy. The latter consisted of a number of
retrieved document sets ordered in a polyrepresentative overlap structure, and showed
that the overlaps generated by many representations consistently contained greater
proportions of relevant documents. Although it was possible to implement the
strategy, Larsen notes that with more than three or four representations the number of
overlaps and the effort required to handle them increase dramatically. He also
experienced problems with the initial query formulations, which had to be expanded
in order to fit the individual representations. The expansion was also necessary in
order ensure that the sets were sufficiently large to produce an overlap. Finally, the
output was a semi-ranked list of document sets (similar to the example given in [9])
with no internal ranking within each set. This can present problems to users if a set is
large, and this kind of output makes it very hard to compare the strategy to other
approaches, including best match systems.

Christoffersen used the online versions of Medline, Embase and SCI to test the
proportions of relevant documents in the overlaps between the three databases [4].
Again the study was Boolean because of the online setting. The representations had
strong cognitive differences: Title/abstract words (from authors extracted from
Embase) vs. MeSH terms (from indexers extracted from Medline) vs. searching by
citations (from citing authors in SCI). The relevance assessments were by subject
experts, and the results showed that the degree of overlap (i.e., the number of sets a
document appeared in) correlated strongly with the percentage of relevant items in a
set. As only three representations were used no serious problems were experienced
with handling the overlaps. The intersections involved did, however, reduce the
number of documents in the overlaps to less than 14 % of the total number of
documents retrieved.

Both studies were on small scale and used only a few representations, and the
promising results of both are therefore noteworthy. This may be interpreted as a
consequence of the strong cognitive differences between the representations used. An
equally important factor is the size of the database involved: in both cases the systems
were operational and contained several million records each. The principle of
polyrepresentation could therefore reduce the uncertainty associated with each
individual representation, and still create overlaps that were not empty.

Skov et al. set out to test elements of the principle of polyrepresentation in a best
match setting [14]. The small test collection contained 1239 Medline records
augmented with references and citations. Despite its small size the collection offered
several cognitive and functional representations: words from titles and abstracts (from
the author), Minor and Major MeSH headings (by indexers) as well as references and
in-going citations (by citing authors). Two types of queries were tested in a best
match system: natural language queries and highly structured queries. Both types used
Boolean operators to identify overlaps. The highly structured queries also contained
indications of query facets and phrases, and had synonyms added intellectually from
MeSH. These additions were the results of Skov et al.’s efforts to on one hand
improve the quality of the document sets, and on the other ensure that the overlaps
were non-empty. Results showed that overlaps generated by several representations
had higher precision than those generated from few representations for both query
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types. Marked differences were also found between representations; in particular the
results indicate an increase in precision when documents identified by a citation
search strategy formed part of an overlap, stressing the importance of using
representations that have strong differences. In all cases the highly structured queries
achieved higher precision than the natural language queries, which is explained as a
consequence of generating overlaps in a best match system: because the natural
language queries only require one search term from the query to be present, the
retrieved sets of documents and thus the overlaps may contain documents with very
little relation to the information need. Skov et al.’s results indicate that the quality of
the initial sets from which overlaps are created can be improved and better results
achieved with the principle of polyrepresentation, but only after extensive work on
refining the queries.

Larsen tested a best match version of the boomerang effect using the INEX test
collection [13]. Because of the complex full text XML structure a number of
functional representations could be extracted from the documents: title, abstract,
author keywords, cited titles (from the reference list) as well as figure and table
captions and the introduction and conclusion sections. In addition, the documents
were represented by descriptors from the INSPEC thesaurus and uncontrolled
identifiers assigned by INSPEC indexers. The boomerang effect was tested against
two baselines: a bag-of-words index where all the representations were mixed into
one, and a polyrepresentation baseline, which gave higher weights to documents
retrieved from several representations and required that documents were retrieved in
at least two representations. The same unstructured queries were used in all three
runs. Results showed that the bag-of-words baseline out-performed the other two, and
that the polyrepresentation baseline performed slightly better than the citation search
strategy in the boomerang effect. Strict Boolean overlaps were not enforced in any of
the strategies; Larsen had instead chosen to rely on thresholds to limit the size of the
sets. It should be noted that the best performance of the latter two were obtained at
relatively low thresholds, i.e., when the sets from each representation contained few
documents. This may be explained similarly to Skov et al.’s results: as the best match
system only requires at least one of the query terms to be present in the retrieved
documents, only the documents at the top of the rank have a sufficiently strong
relation to the information need.

The approaches in both studies produced ranked output, which could be compared
to standard IR methods. The results show that unstructured applications of the
principle of polyrepresentation are not likely to result in performance improvements —
rather a decrease in performance can be expected, at least when simplistic fusion
strategies such as those in Larsen are used [13]. Thus the implementation of the
principle of polyrepresentation in best match systems is not straightforward, as it
seems that some structure is needed to ensure the quality of the cognitive overlaps as
seen in Skov et al. [14].

4 Discussion and Future Directions

In summary, three possible obstacles for the practical implementation of the principle
were identified above from Ingwersen’s texts:
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The need for effective tools to build models of the seeker’s request,

. The inherent Boolean approach to identifying the cognitive overlaps despite the
intentions of integrate the principle into a best match setting, and

3. The lack of suitable test environments.

N —

We regard the tension between the Boolean exact match perspective and the best
match elements of the principle of polyrepresentation to be the most immediate
concern. For any implementations of the principle of polyrepresentation based on
exact match the consequence is that a large and complex, but consistent set of
overlaps have to be identified. This may be difficult to handle manually, but it can be
automated without problems, and the quality of the set that the cognitive retrieval
overlaps are based on can be maintained. If the implementation involves best match
principles the situation is different. Best match systems will most often place the
documents that contain all the query keys at the top of the ranked retrieval output, but
will also include any document that contains just one of the query keys at lower
positions of the rank. The combination of partial match and ranked output is one of
the main advantages of best match systems over exact match systems [2]. However, in
relation to the creation of overlaps in the principle of polyrepresentation there is a risk
that the quality of the sets that the cognitive retrieval overlaps are based on, as a
whole, are too low. For instance, with two search concepts there is the risk that only
the first of them is retrieved by some of the lower ranking documents in one
representation, and the second in the lower ranks in another representation. Thereby
proper polyrepresentation in the true sense of the concept cannot be achieved, and
reduced rather than increased performance can be expected.

On a theoretical level, the principle of polyrepresentation seems to be a strong and
comprehensive framework for integrating research on IR systems with detailed
knowledge of the context of the information seeker. If this is to be achieved within the
principle of polyrepresentation, more research needs to be directed towards methods
of achieving a flexible match of representations while still retaining the power of the
Boolean logics. The studies analysed above show that this is not straightforward, and
that much more work needs to be done on the matching of representations before the
potentials of the principle can be fully realised. Rather than using either exact match
or best match approaches it is our belief that a combination of methods is needed.
Therefore we propose the idea of a polyrepresentation continuum as illustrated in Fig.
2 below. The continuum is useful as a model for discussing how structured a given
implementation of the principle of polyrepresentation is, and may guide the direction
of further work on the principle.

At the structured pole of the continuum the implementations are based on exact
match principles, leading to sets of retrieved documents for each representation from
which overlaps can be formed and a pseudo-ranking be constructed. At the
unstructured pole of the continuum the implementations are based on best match
principles leading to a rank of the documents that are retrieved as input for
polyrepresentation. Rather than generating overlaps between sets, the
implementations at the unstructured pole of the polyrepresentation continuum will
fuse the ranks to produce a final ranked output, perhaps aided by thresholds to provide
the necessary quality. Between the two poles there is a continuum going from highly
structured implementations to highly unstructured implementations. The implement-
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tations in Larsen [12], Christoffersen [4] and the example given in [9] are all placed at
the structured pole of the continuum. The polyrepresentation baseline in Larsen [13]
is placed at the unstructured pole. The cloud in the middle of the continuum illustrates
the current status where we have little knowledge of how to match the cognitive
representations in a flexible and effective manner, and identifies the challenges for
future research on the principle of polyrepresentation. Skov et al. [14] represents a
constructive attempt to move from an exact match approach towards the unstructured
pole of the continuum, with their highly structured queries that are run in a best match
system. Further moves toward the unstructured pole could include structured queries
as investigated in best match systems by Kekildinen and Jérvelin [11], query
expansion and query adaptation to individual representations. The latter appears to be
important and might lead to more formal IR models which incorporate differentiated
normalisation and weighting for different representations.

The Polyrepresentation Continuum

Exact match Best match
Sets Thresholds
Overlaps Fusion of ranks
Pseudo-ranking Continuous ranking

Fig. 2. The polyrepresentation continuum. Inspired by Skov et al. [14] and Larsen [13]

None of the four empirical studies involved polyrepresentation of the information
seekers’ cognitive space. This is probably a consequence of the lack of tools to extract
the representations from the seekers (the request model builder). We regard this as an
issue to be dealt with the interface level. Although very complex solutions can be
imagined simple versions could be tested initially, e.g., by asking the seeker for
different descriptions of the ‘what’, the ‘why’, and the work task. Suitable test
environments for testing such approaches are beginning to emerge, e.g., within the
INEX initiative where an interactive tr